gave these values as rational fractions up to $m=12$, and Medhurst and Roberts [13] gave four more values, up to $m=16$.
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# Numerical Evaluation of the Elliptic Integral of the Third Kind 

By Charles H. Franke

The purpose of this note is to point out a use of the addition formula for the elliptic integral of the third kind which significantly simplifies the numerical evaluation of the function.

The elliptic integral of the third kind may be defined by

$$
\Pi\left(n, k^{2}, \phi\right)=\int_{0}^{\phi} \frac{d \alpha}{\left(1+n \sin ^{2} \alpha\right)\left(1-k^{2} \sin ^{2} \alpha\right)^{1 / 2}}
$$

Two standard power series are used to evaluate $\Pi\left(n, k^{2}, \phi\right)$ [2, p. 5],
(1)

$$
\begin{aligned}
\Pi\left(n, k^{2}, \phi\right) & =\sum_{j=0}^{\infty} a(j) A(j) k^{2 j} \\
a(j) & =\frac{(2 j)!}{2^{2,}(j!)^{2}}, \quad A(j)=\int_{0}^{\phi} \frac{\sin ^{2 j} \alpha}{1+n \sin ^{2} \alpha} d \alpha,
\end{aligned}
$$

$$
\begin{align*}
\Pi\left(n, k^{2}, \phi\right) & =\sum_{j=0}^{\infty} b(j) B(j)\left(1-k^{2}\right)^{j} \\
b(j) & =\frac{(-1)^{j}(2 j)!}{2^{2 j}(j!)^{2}}, \quad B(j)=\int_{0}^{\phi} \frac{\sec \alpha \tan ^{2 j} \alpha}{1+n \sin ^{2} \alpha} d \alpha . \tag{2}
\end{align*}
$$

Although the series (1) converges for $k^{2} \sin ^{2} \phi<1$, it is not useful for numerical computation for $k^{2} \sin ^{2} \phi$ near 1 . The series (2) converges only for $\left(1-k^{2}\right) \tan ^{2} \phi<1$, and is not useful for numerical computation for $\left(1-k^{2}\right) \tan ^{2} \phi$ near 1. Therefore, neither series can be used when $k^{2} \sin ^{2} \phi$ is near 1 unless $\left(1-k^{2}\right) \tan ^{2} \phi$ is significantly less than 1 (e.g., less than 0.7 ). A technique for evaluating $\Pi\left(n, k^{2}, \phi\right)$ for the range of the variables in which neither power series can be applied is through the application of the following addition formula [3, p. 13, 116.02, 116.03],

$$
\begin{aligned}
\Pi\left(n, k^{2}, \phi\right) & =\Pi\left(n, k^{2}, \theta\right)+\Pi\left(n, k^{2}, \beta\right)-G \\
\phi & =2 \arctan \left[\frac{\sin \theta\left(1-k^{2} \sin ^{2} \beta\right)^{1 / 2}+\sin \beta\left(1-k^{2} \sin ^{2} \theta\right)^{1 / 2}}{\cos \theta+\cos \beta}\right] \\
A & =\sin \theta \sin \beta \sin \phi\left|n(n+1)\left(n+k^{2}\right)\right|^{1 / 2}, \\
B & =1+n \sin ^{2} \phi-n \sin \theta \cos \phi\left(1-k^{2} \sin ^{2} \phi\right)^{1 / 2} \\
C & =\left|n /(n+1)\left(n+k^{2}\right)\right|^{1 / 2}, \\
G & =C \arctan (A / B)=C \tanh ^{-1}(A / B) \quad \text { if } 0<n \quad \text { or } 0<k^{2}<-n<1,
\end{aligned}
$$

A method in the literature for applying the addition formula is to fix $\beta$ at a convenient value, e.g., $45^{\circ}$, and solve (3) for $\theta$ [1]. If the solution is denoted by $\theta^{(1)}$, then $\theta^{(1)}<\phi$. This procedure may be repeated by using (3) with $\phi=\theta^{(1)}$ to determine $\theta^{(2)}$. In this way one may obtain a sequence $\theta^{(1)}, \cdots, \theta^{(j)}$ with $\theta^{(j)}$ small enough for efficient computation. The difficulty in this approach is that the number of iterations necessary to reduce $\theta^{(j)}$ below a given value increases as $k^{2}$ approaches 1 . For $\phi=90^{\circ}$, no fixed number of iterations will suffice to reduce $\theta^{(j)}$ below a fixed value for all $k^{2}<1$.

We will show that, if the addition formula is used as a "double-angle" formula, then one application is sufficient for computational purposes.

Taking $\beta=\theta$ in (3) and solving gives

$$
\sin ^{2} \theta=\frac{1-z}{k^{2}(1+\cos \phi)}
$$

where $z=\left(1-k^{2} \sin ^{2} \phi\right)^{1 / 2}$. Therefore,

$$
\tan ^{2} \theta=\frac{1-z}{k^{2}(1+\cos \phi)-1+z}
$$

Rationalizing the numerator one obtains

$$
\tan ^{2} \theta=\frac{\sin ^{2} \phi}{\cos ^{2} \phi+\cos \phi+z(1+\cos \phi)} \leqq\left(1-k^{2}\right)^{-1 / 2}
$$

Therefore, $\left(1-k^{2}\right) \tan ^{2} \theta \leqq\left(1-k^{2}\right)^{1 / 2}$ and power series (2) can be applied.
Based on the above, a Fortran IV program has been writfen using the following methods of evaluation.
(a) $k^{2} \leqq .64$. Power series (1).
(b) $\left(1-k^{2}\right) \tan ^{2} \phi \leqq .64$. Power series (2).
(c) $k^{2}>.64,\left(1-\bar{k}^{2}\right) \tan ^{2} \phi>.64$. A single application of the double-angle formula followed by power series (2). (We note that, in the worst case, $\phi=90^{\circ}$, $k^{2}=.64+\delta$, the convergence of the power series used is like $.6^{j}$.)

The accuracy and timing of a program based on the method given above are dependent on the manner in which the computational details are handled. (E.g., the obvious recurrence formula for the $A(j)$ of (1) cannot be used when $|n|$ is near zero.) The following remarks are meant to give some indication of the efficiency of a particular program.

The following chart shows the number of times an error of given magnitude occurred in the eighth significant digit in the computation of $\Pi\left(n, k^{2}, \phi\right)$ for $n=1,5$, $10,50,100 ; k^{2}=0.0,1.0(0.1) ; \phi=10^{\circ}, 90^{\circ}\left(10^{\circ}\right)$.

| Error | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Times Occurred | 242 | 183 | 39 | 20 | 2 | 1 | 3 |

Near the pole $\Pi\left(n, 1,90^{\circ}\right)=\infty$, the relative error in the computation of $\Pi\left(n, k^{2}, 90^{\circ}\right)[\Pi(n, 1, \phi)]$ was about the same as the relative error in the computation of $1-k^{2}[(\pi / 2)-\phi]$. (A program could be written which accepts $1-k^{2}$ and $(\pi / 2)-\phi$ as alternate inputs.)

The average time required to evaluate $\Pi\left(n, k^{2}, \phi\right)$ for $n=1,100(3) ; k^{2}=0.0$, $1.0(0.1)$ and $\phi=1^{\circ}, 90^{\circ}\left(1^{\circ}\right)$ was 3.73 milliseconds. The time required to compute $\Pi\left(1 ., .64000001,90^{\circ}\right)$ was 10 milliseconds.
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